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Abstract:  

Neural engineers and clinicians are starting to translate advances in electrodes, neural computation, and 

signal processing into clinically useful devices to allow control of wheelchairs, spellers, prostheses, and 

other devices.  In the process, large amounts of brain data are being generated from research participants, 

including intracortical, subdural and extracranial sources.  Brain data is a vital resource for BCI research 

but concerns have been raised about whether the collection and use of this data generates risk to privacy. 

Further, the nature of BCI research involves understanding and making inferences about device users’ 

mental states, thoughts, and intentions. This, too, raises privacy concerns by providing otherwise 

unavailable direct or privileged access to individuals mental lives. And BCI-controlled prostheses may 

change the way in which clinical care is provided and the type of physical access caregivers have to 

patients. This, too, has important privacy implications for patients and caregivers. Our goal in this chapter 

is to examine several of these privacy concerns in light of prominent views of the nature and value of 

privacy. We argue that increased scrutiny needs to be paid to privacy concerns arising from Big Data and 

decoding of mental states, but that BCI research may also provide opportunity for individuals to enhance 

their privacy. 

 

1.  Introduction: Privacy and BCI 

 



  Privacy and ethics in BCI 

Draft: Please cite to published version in Nam, Nijholt, and Lotte (eds) Brain–Computer Interfaces 
Handbook: Technological and Theoretical Advances (CRC Press: 2018). 
 

Brain-computer interface technology has advanced considerably in the last several decades, presenting 

substantial opportunities for treatments (Shih, Krusienski, and Wolpaw 2012; Soekadar, Cohen, Leonardo 

G., and Birbaumer 2014). Research in BCI is leading to unprecedented accumulation of brain data, the 

need to better understand the neural structures and mental states of research participants and patients, and 

potential changes in how BCI users, caregivers, and researchers interact. Each of these carries important 

privacy considerations.  

BCI can be defined as “a computer-based system that acquires brain signals, analyzes them, and translates 

them into commands that are relayed to an output device to carry out a desired action” (Shih, Krusienski, 

and Wolpaw 2012). And this volume is a testament to the fact that research and implementation of BCI is 

both promising and growing. But despite the fact that BCI research is advancing steadily, there is still 

relatively little scholarship dedicated to privacy considerations. Among those who have discussed privacy 

and BCI (see, e.g., Jebari 2013; Finn, Wright, and Friedewald 2013), no consensus approach has emerged.  

More importantly, though, commentary on BCI and privacy tends not to address why privacy in the 

context of BCI is (or is not) morally important. In a chapter devoted to privacy issues in new and 

emerging technologies, Finn et al describe a number of facets of privacy that BCI may affect. They “carry 

the potential to impact upon privacy of the person, privacy of behavior and action, privacy of 

communication, privacy of data and image and privacy of thoughts and feelings.” For example, privacy of 

behavior and action may be diminished if BCI information is used to predict behaviors or as a means of 

gaining marketing influence. Finn et al. also suggest that communications privacy may be affected if data 

are vulnerable to interception. As plausible as such concerns are, there is a further question as to why they 

matter. Part of our task here is to consider not just how privacy may be affected by BCI and BCI research, 

but what kinds of privacy effects are morally considerable, and why.  

There are several potential reasons why privacy in BCI has not been addressed more extensively, each 

based on some questionable assumptions.  First, there may be an implicit assumption on the part of 
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researchers, clinicians, and policy-makers that loss of privacy or heightened risk to privacy is a 

worthwhile or inevitable tradeoff of developing devices with enormous potential health benefits. The 

promise of a BCI device that would allow someone locked-in to speak or someone who is tetraplegic to 

reanimate a limb or control a robotic limb is compelling and might seem to make privacy concerns trivial 

in comparison. Second, more BCI data is collected than is currently interpretable (Finn, Wright, and 

Friedewald 2013).  Until more is known about what’s in BCI data, concerns with privacy can seem 

premature (Hallinan et al. 2014).  Third, implantable and non-implantable BCI research with human 

research participants takes place within academic institutions that have strict data protection policies and 

informed consent regulation that requires seeking prior consent or authorization of participants; this may 

lead some to believe that privacy risks are already in some sense adequately addressed.   

Each of these reasons for dismissing or minimizing the importance of privacy considerations rest on 

questionable assumptions. (1) Recent work exploring the perspectives of end users and potential end users 

of BCI has shown that much is still unknown about what constitutes acceptable tradeoffs in BCI (Blabe et 

al. 2015; Blain-Moraes et al. 2012; Lahr et al. 2015; Huggins, Wren, and Gruis 2011; Collinger et al. 

2013)  (2) Waiting until better data analysis methods are available before taking privacy concerns 

seriously may hinder the goal of developing anticipatory guidance for privacy norms and regulations.  (3) 

While policies and practices of informed consent are already in place in BCI research, the extent to which 

research informed consent achieves meaningful consent has been challenged, and BCI research may need 

to include atypical risks (like identity, agency, and stigma) that are not a standard part of the informed 

consent process (Klein 2015). 

From here, the paper is organized as follows. We begin, in section 2, by outlining several key conceptions 

of privacy relevant to BCI. We then turn to key moral considerations with respect to privacy. In section 3 

we address issues of mental privacy. In section 4 we consider opportunities that BCI presents for carving 

out important domains of privacy for users. And in section 5 we consider implications of large amounts of 
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data collected in BCI research.  Finally, we conclude by offering some preliminary recommendations for 

next steps in addressing the kinds of privacy concerns identified. 

 

2.  BCI and definitions of privacy 

There is a substantial literature on privacy across a wide range of scholarly disciplines, and just how to 

define privacy remains controversial. Nonetheless, a key step in addressing privacy concerns is to clarify 

the concept of privacy itself. Here, we describe several important facets of privacy that reflect important 

threads in privacy scholarship.  To begin, it is useful to think of privacy as involving three parts: (1) some 

person who has, or lacks, privacy, (2) some form or domain of privacy, and (3) some other person or 

persons who limit the first person’s privacy (Rubel and Biava 2014; Blaauw 2013; Matheson 2007). 

Among the forms of privacy scholars have identified are informational (what others can learn about a 

person), physical (the degree to which others can physically access one’s person), associational (whether 

others can control the people with whom one associates), and decisional (whether others can limit the 

range of important decisions one can make for oneself) (J. W. DeCew 1997; Allen 1988; Nissenbaum 

2010). It is useful for our purposes to focus on three of these forms. Note that these forms of privacy do 

not entail anything about the conditions under which privacy is morally important (or indeed whether it is 

morally valuable at all). We will address those questions below.  

Table 1  

Types of privacy Definition BCI examples 

Physical The condition in which others’ 

access to one’s person (by sight, 

sound, touch, presence) is limited. 

Ability to attend some activities of daily 

living with less intensive intervention by 

others.  

Physical access to skull.  

Being pulled aside in security screening. 

Informational The condition in which others’ 

ability to learn about one, or to make 

inferences about one, is limited. 

Potential for neural recording to expose 

thoughts, dispositions, and intentions.  

Unknown inferences from troves of data 

currently stored.  
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Decisional The ability of a person to make 

important, intimate decisions 

without excessive influence or 

control by others.  

Storage of intimate BCI conversations.  

Being prohibited from entering studies 

based on exclusion criteria regarding (e.g.) 

reproductive decisions.  

 

Much privacy discussion centers on informational privacy, or the extent to which others may learn about, 

access information about, or make inferences regarding a person. Informational privacy is protected in 

research and clinical care by physician-patient confidentiality, health information privacy laws (such as 

HIPAA (1996) and GINA (2008) in the U.S.), general privacy laws (e.g., EU Directive 95/46/EC (1995)), 

human subject protections in research, and data security laws. Here it is worth noting that because BCI 

research often involves international collaboration, it is likely to implicate (inter alia) U.S. sectoral 

privacy laws and EU general data protection laws. 

The extent to which BCI-derived data can be used to generate health or other personal information about 

a user is only beginning to be understood.  For example: Can BCI reveal incidental findings of clinical 

significance (such as a proclivity to seizures or early tumor) or correlate with disease, such as 

Alzheimer’s disease (Soekadar, Cohen, Leonardo G., and Birbaumer 2014)?  Can neural activity patterns 

be used to detect attention or motivation, which are critical to the success of BCI training (Curran and 

Stokes 2003) and also may say something about the underlying personality of the person using the BCI?   

Already, BCI data is collected alongside, and could in principle be correlated with, actions or 

circumstances with implications for privacy, such as a desire to use the bathroom, discussions with loved 

ones, or outbursts of emotion.  The extent to which associated BCI data could be used to infer mental 

states or personality characteristics is uncertain, but raises legitimate concern. 

Informational privacy is distinct from (though related to) physical privacy. Physical privacy is the 

condition of having one’s body or personal spaces protected from intrusion by others. So, for example, 

one may desire a degree of physical solitude or to remain free of video surveillance, regardless of whether 

one is concerned about information gathering. Being subjected to physical examination is an imposition 
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on one’s physical privacy, independently of the degree to which new information is gained by the person 

conducting the examination. 

Participation in BCI research involves the loss of some physical privacy.  Placement of EEG electrodes 

onto the skull involves a loss of physical privacy in this regard, but the loss of physical privacy is more 

obviously the case with implantable BCI research where neurosurgeons must temporarily traverse or 

remove part of the skull in order to place electrodes into, atop, or in close proximity to the brain.  This is 

an intrusion, albeit voluntary, of the body and hence involves a loss of physical privacy.  Even after 

surgery, physical privacy remains an issue in so far as an implanted device facilitates easier physical 

access to a person’s body.  Participants in the Braingate trial, for instance, have a pedestal attached to 

their skull that serves as an access port for attaching a data recording cable during BCI experiments 

(Hochberg et al. 2012).  Facilitated physical access is not just a feature of the lab, though, but of the 

presence of a device and the bodily residuals of having been implanted with it.  For instance, individuals 

with deep brain stimulators are subject to special screening at airports.  Being pulled aside from standard 

metal detectors or other detection devices and showing one’s cranial scar or subcutaneous bulge of a 

battery placed under the chest wall as evidence of a pmed (personal medical electronic device) are forms 

of physical accessibility to which others are not subject.1  Individuals with implantable BCI devices are 

likely to face similar kinds of physical privacy loss. 

Decisional privacy concerns whether others can limit the range of important decisions one can make for 

oneself. In the United States, decisional privacy is often discussed in the context of access to birth control 

(Griswald v. Connecticut, 381 U.S. 479 (1965)), abortion (Roe v. Wade, 410 U.S. 113 (1973)), legal 

restrictions on same-sex partners (Lawrence v. Texas, 539 U.S. 558 (2003)), and “conscience clauses” 

(whether health care professionals must provide services to which they have moral objections). Some 

                                                           
1 In the U.S., the Transportation Security Administration (TSA) issues notification cards which can be shown to 

screeners, but this does not exempt individuals from additional screening. 
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commentators object that decisional privacy is better understood as individual autonomy, but others note 

that legal limits on birth control, abortion, sexual partners, and actions of conscience requires surveillance 

and information-gathering practices, and is hence deeply entwined with informational and physical 

privacy (DeCew 2016).  

Participation in BCI research can require that volunteers engage in or forego certain activities or make 

certain decisions.  Most obviously this involves adhering to current medical therapy, such as taking one’s 

medications as prescribed, in order that no additional risks of research participation are incurred.  But the 

kinds of decisions required for research participation can also straddle the medical versus lifestyle divide.  

For instance, in her autobiography On My Feet Again, Jennifer French describes the difficult decision to 

forego having biological children in order to participate in a trial of an implanted neural device 

(functional electrical stimulation (FES)) (French 2012).2  Establishing similar inclusion criteria in BCI 

research may be reasonable given lack of pregnancy safety data, but does represent a significant 

restriction on an important life choice.  Of course, what constitutes an important life choice varies by 

individual.  In a recent study of deep brain stimulation (DBS) for depression or obsessive compulsive 

disorder (OCD) conducted by one us (Klein), one research participant lamented that he had been told to 

avoid roller coasters so long as he had an implanted device.  It is as yet unclear which life choices 

individuals with BCI devices will be subject to and whether BCI devices will include technology for 

monitoring BCI performance that will provide concomitant surveillance data on adherence to restrictions 

(e.g., accelerometer embedded within a BCI device that identifies a roller coaster versus an automobile 

ride).  Hence, it seems clear that BCI research will implicate questions of informational and decisional 

privacy. 

 

                                                           
2 The FES device was not a BCI, but similar rationale for study exclusion could be applied to BCI research. 
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3.  Mental Privacy 

The prospect of a device capable of reading the contents of minds has long generated popular appeal and 

philosophical interest (Levy 2007).  While far from that imagined in science fiction movies and 

philosophical thought experiments, BCI shows that it is possible to use thought to control devices.  As 

early as the 1960s, research participants were able to learn to send Morse code by modulating alpha 

oscillations measured by EEG (Dewan 1967).  More recent work in BCI demonstrates the possibility of 

using information gathered from scalp or surgically implanted electrodes to control prostheses, 

wheelchairs, and computer spellers, among other devices.  The ability to decode intentions is currently 

limited but improving in accuracy, and the range of potential applications is expanding. 

Advances in neuroimaging in recent decades helped pave the way for BCI work on decoding brain states.  

While computed tomography and magnetic resonance imaging have provided increasingly detailed 

diagnostic information about structural features of the brain, the development of functional MRI (fMRI) 

is a critical advance in understanding mental activity.  fMRI allows for measurement of brain activity 

(indirectly through measures of blood flow) during certain mental processes or in conjunction with the 

experience of certain mental states.  This has allowed researchers to determine, for instance, which visual 

image someone is viewing (even being able to reconstruct the image (Schoenmakers et al. 2013) or what 

implicit attitudes correlate with moral decision-making (Greene et al. 2001).  It has also allowed for 

measurement of specific intentions (Haynes et al. 2007). 

Intentions are of particular interest in BCI insofar as they can be used to control an output device. 

Measurement electrodes placed on the scalp (electroencephalography (EEG)), on the cortex 

(electrocorticography (Ecog)), in the cortex (penetrating cortical electrode arrays), or in deep regions of 

the brain (deep brain electrodes) can be used to gather data with high temporal resolution on neural 

processes associated with preparing for, reflecting on, or acting on intentions.  How complex intentions or 

goals are represented in neural networks is an active area of research.  The central idea is that pattern-
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recognition algorithms can be used to decipher what neural activity underlies a particular intention.  In 

other words, BCI can be used to determine what a person is thinking (or planning) at a given moment. 

BCI offers the prospect of accessing other minds, in some sense, directly.  We typically ascribe mental 

states – perceptions, beliefs, memories, attitudes, emotions – based on observations made at a remove, 

such as what people tell us they are thinking and what we observe in their body language or behavior.  

And we make further ascriptions of personality traits or characteristics such as sociability, honesty, 

procrastination, suspicion of authority, and so on.  But the prospect of decoding mental states opens a new 

window on mental life.  The animating, even if overly simplistic, metaphor is that the development of 

radiographs let us look past the skin to the bones and tissues beneath, and now advances in BCI will allow 

us to peer not just into the brain, but into the mental life buzzing within it (or less colloquially, 

“supervening upon it”). 

The prospect of decoding intentions raises concerns about informational privacy.  Some of these 

informational privacy concerns resonate with broader concerns about “mental privacy” arising from work 

in neuroimaging (Farah and Wolpe 2004; Ryberg 2016).3 There are related terms for this, including 

“neural privacy”, “brain privacy”, “cognitive privacy”, “thought privacy”, and “cognitive liberty” 

(Trimper, Wolpe, and Rommelfanger 2014; Illes and Racine 2005; Schneider, Fins, and Wolpaw 2012; 

Räikkä 2010). Richmond distinguishes between two uses of “mental privacy” in the literature – an older, 

philosophical sense in which “mental states are (descriptively) private, accessed by the subject in a 

distinctive first-personal way” and one more involved with civil rights debates concerned with “invasions 

of the (normatively) private area of the mind” (Richmond 2012, p. 186, n. 2).  It is this latter use, often 

underwritten by a folk psychological notion that the mind contains inner monologues, judgments, eidetic 

memories capable of being exposed for all to see, that has been taken up in debates about wholesale mind 

                                                           
3 It should be noted that, at present, the ability to discern mental states using fMRI is significantly more advanced 

than that of BCI.  It is too early to say whether this difference in capabilities is a contingent or inherent feature of 

these two technologies.  Regardless, the use of fMRI to infer mental states provides an instructive example for 

thinking through considerations of privacy in BCI research.   
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reading or brainotyping of personality (Illes and Racine 2005).  Two examples of debates related to the 

“invasion” sense of mental privacy are lie detection (which is a matter of informational privacy) and 

neuromarketing (which involves use of information to influence individuals’ decision-making, and hence 

affects decisional privacy). 

Advances in neuroscience will have effects on the law.4  One area that has attracted significant attention is 

the use of neuroimaging and neural recording to assist or replace testimony (Wolpe, Foster, and 

Langleben 2005).  Memory and eye witness testimony are fallible forms of forensic evidence subject to 

numerous kinds of psychological biases and errors (for substantial review, see Lacy and Stark 

2013).  Direct neural recording through EEG (or implantable electrodes if available) may provide an 

alternative source of forensic information.  For instance, if neural patterns are discovered that correlate 

with deception or feeling of guilt or recognition of people, places, or events, these patterns could be 

introduced as evidence.  There has been significant legal and ethical resistance to using neuroscience in 

this way (Greely and Illes 2007).  Even if not admissible in court, correlations between neural data and 

mental states could be used in military or anti-terrorism contexts (Tennison and Moreno 2012; Finn, 

Wright, and Friedewald 2013), employee surveillance (Jebari 2013), or social interactions (e.g., verifying 

veracity of personal information posted on a dating site).   

 

The application of neuroscience to improve products and advertising has been termed neuromarketing 

(Ariely and Berns 2010).  Neural recording could be used in various ways to gather data of value to 

companies (Jebari 2013).  Data gathered on reward-processing regions of the brain (such as the nucleus 

accumbens) is used to fine-tune advertising to particular individuals or groups of individuals (Haynes, 

John-Dylan 2012).  Neural data also could be gathered early in the design process to make products that 

better fit user needs.  Further, the commercialization of devices capable of measuring neural data (e.g., 

                                                           
4 See, e.g., http://www.lawneuro.org/, accessed October 30, 2016. 

http://www.lawneuro.org/
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portable EEGs), such as for gaming or wellness, may create a wide conduit for collection of neural data 

by companies.  At present, neuromarketing represents a relatively unregulated commercial area.  As 

techniques for measuring and finding patterns in neural activity continue to improve, legitimate concerns 

will be raised about whether neuromarketing technologies are akin to acceptable forms of persuasion or 

whether they constitute a kind of manipulation or hijacking of the subconscious. 

These kinds of privacy concerns do not seem particularly relevant to the current state of BCI decoding of 

intentions.  This is for two reasons.  The first is that decoding of intentions is largely a willed process in 

which participants engage in arduous training to learn to isolate and execute an intention for a given task 

(e.g., to move a cursor, activate a prosthetic).  This process can take weeks (or longer) to have a desired 

effect on the world (e.g., to control a prosthetic, computer screen, stimulation levels of implanted 

electrodes, etc.).  Second, this process is voluntary and done with the consent of the participant.  As 

(Owen 2012) notes with regard to fMRI, “[L]ike raising an arm in response to the instruction to do so, 

activating the brain by, say, imagining playing tennis, is a voluntary response, which can be suppressed at 

will….[and thus] poses no more of an ethical issue than observing that same participant outside the 

scanner and asking them to raise their left arm when told to do so.”(Owen 2012, 84–85).  A BCI motor 

intention task might be viewed similarly.  If we confine ourselves to voluntary and deliberate decoding of 

intentions in a research setting - and not to talk of brain translating machines (Edwards 2012) – are there 

still privacy concerns? 

Privacy concerns can still arise in the context of voluntary participation in BCI research if additional 

information about brain function can be gathered alongside the conduct of the primary experiment.  For 

instance, BCI can be used to covertly monitor other cognitive processes while a research participant is 

engaged in BCI research task (Zander and Jatzev 2009).  Participants may be wholly unaware of this 

additional monitoring and may even deny that they are engaging in the cognitive activity being monitored 

at all (e.g., subconsciously attending to some background feature of the environment).  Further, passive 
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BCI monitoring can be combined with interventions to modulate or manipulate cognitive states.  For 

instance, a BCI has been used to measure affective states (e.g., happiness, tranquility) and select music 

via algorithm that modulates these affective states (Daly et al. 2016). 

Even if we confine ourselves to the decoding of motor intentions, different kinds of privacy concerns are 

relevant.  The first might be what we call a voyeuristic concern.  This is the concern that someone might 

peer into a private realm (one’s private intentions) without invitation (an intrusion upon informational 

privacy) and the individual might feel violated.  There are protections against this in the context of 

research.  The second we might call a maliciousness concern.  Here the concern is that knowing 

someone’s intention could allow external actors to pry the lid off one’s mental life, so to speak, and muck 

around with vicious intent, implicating a person’s decisional privacy.  Again, research protections are in 

place to prevent this.  But there is another kind of concern here, what might be called a collateral 

information concern.  The idea with the collateral concern is that additional information collected 

alongside targeted neural data has relevance to privacy (Haynes and Rees 2006).  This is our focus here. 

An obvious kind of collateral information from BCI studies of intention is incidental diagnostic findings.  

Electrode recording may turn up patterns of activity that indicate pathology.  Consider two examples.  

First, changes in delta, theta, and beta band frequencies have been associated with Alzheimer’s 

dementia (Soekadar, Cohen, Leonardo G., and Birbaumer 2014).  Further, EEG in BCI studies could 

identify people with lower thresholds for future seizures.  Second, neuroimaging needed to localize brain 

regions for electrode placement can identify brain pathology (e.g., tumor).  Some of the ethical challenges 

of neuroimaging incidental findings in research are well recognized (Edwards 2012).  As the BCI field 

develops, there will be more opportunity to correlate electrophysiologic data with signs and symptoms of 

clinical significance.  As of now, this is rare but perhaps suggests that there should be put in place 

mechanisms in the future to collect this information. 
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An important and underappreciated privacy risk of collateral information is the effect on identity and 

sense of self.  Take the example of someone in the Braingate trial conjuring up a motor intention (“I will 

try to move my right hand NOW”).  Imagine what other information might be gathered in the process of 

learning to decode the relevant intention.  Perhaps information about one’s concentration or level of 

interest in a task might become evident (Curran and Stokes 2003).  Perhaps a neural pattern portending an 

inability to master a BCI task (sometimes inaccurately called “BCI illiteracy”) could become apparent  

(Blankertz et al. 2010).  Could this lead to stigmatization or demoralization?  Or maybe there is a neural 

signature when someone (e.g., a particular research assistant) walks in the room and this is found to 

correlate with BCI performance. Could this “extra fact” be used to motivate (or manipulate) research 

participants or allow research teams to infer something about an individual’s attitude towards race, 

attractiveness, or authority? 

One can get a sense of the challenge here by thinking about the close connection between intention and 

action.  Imagine a BCI device capable of decoding intentions for operating an electronic wheelchair (“go 

left”, “speed up”, “avoid hitting the pedestrian”, “stop”).  It is important not just that intentions be 

accurately decoded and implemented, but that there be “checks” on putting intentions into action.  For 

instance, if my nemesis walks into a room I would not want my pre-reflective intention “I really want to 

run over his foot” to immediately be an operative command for the wheelchair.  Even if able to override 

the intention with another, the fact that the wheelchair moves in his direction says something about me 

(“I’m hotheaded,” “not as collegial as I purport to be,” or worse).  

This challenge is made even more evident by decoding intentions related to communication.  Though one 

might want a BCI for communication to be fast to facilitate fluid conversation, there is a risk of all 

intentions getting through, for instance, “I never intend to see you again!”.  The risk of not filtering or a 

failure to adequately filter actionable intentions is profound.  Telling a stranger this may be very different 

than telling one’s life partner, who might reasonably think: “I never thought you would be the kind of 
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person who would say such a thing.”  Neurotechnologies, like BCI, make us “answerable” for a wider 

range of our mental life (Richmond 2012).  We are not just responsible for what we verbalize or our body 

language, but also for what can be decoded.   Part of this may be addressed by developing BCI error 

detection mechanisms, but the challenge is not merely technical.  What counts as an actionable intention, 

in part, depends on who I take myself to be and how I project myself into the future.  This will be 

particularly hard to incorporate into a decision algorithm.5    

It is also important to recognize that device output controlled by intentions can magnify the identity 

concern.   DBS has been investigated as a potential treatment of medication-refractory depression and 

OCD.  BCI control is being investigated as a way to modulate DBS to meet clinical need.  For instance, 

an individual could increase stimulation when feeling depressed by forming a particular intention.  There 

are potential benefits to such control, including battery conservation and enhanced patient sense of 

agency.  Higher levels of DBS stimulation in particular brain regions have known side effects, however, 

including hypomania, which can lead to gambling, hypersexuality, and overspending.  An individual who 

has control of DBS stimulation levels is likely be to viewed as responsible in part for these effects.  What 

might before have been viewed as unfortunate side effects of DBS, may come instead to be viewed as the 

outcome of choice: “You must be the kind of person who wants to engage in such behavior.” This 

implicates decisional privacy in that others may view one as accountable for DBS stimulation levels and 

hence responsible for underlying side effects, which puts constraints (viz., disapproval) on their ability to 

undergo DBS in the first place. 

 

4.  BCI and privacy opportunity 

                                                           
5 Note that this is a case that blurs the distinction between informational and decisional privacy. There is information 

conveyed about persons’ decision procedures, but at root the issue is about what kinds of intentions suffice to render 

something a decision to act.  



  Privacy and ethics in BCI 

Draft: Please cite to published version in Nam, Nijholt, and Lotte (eds) Brain–Computer Interfaces 
Handbook: Technological and Theoretical Advances (CRC Press: 2018). 
 

A different way of understanding the privacy implications of BCI is as a kind of opportunity for privacy. 

Much of the literature addressing privacy in the context of clinical research, clinical care, commercial 

transactions, employment, law enforcement, security, and so forth addresses ways in which individuals’ 

privacy may be diminished and the conditions under which such privacy loss is morally, legally, or 

socially problematic. Under this “loss model,” individuals have privacy (to some degree) and others may 

infringe that privacy to the individuals’ detriment. There are a couple of ways, however, in which the loss 

model is inadequate, and this has implications for BCI. 

First, the loss model implies that privacy always has a positive moral value, and hence that any loss of 

privacy demands a justification. Compare this with other moral goods, such as freedom of expression or 

freedom of conscience. Any instance in which a person’s ability to express herself freely, or in which her 

ability to exercise matters of conscience is limited is prima facie bad and demands some kind of reason. 

That is not to say that such limitations are unjustified—far from it. Rather, it just means that the 

limitations require some kind of justification. For example, limitations of free expression may be 

justifiable to prevent harm or fraud. Privacy, though, is not like that. Given the definition we offer above, 

once we determine that some person’s privacy is diminished, there is a further question as to whether that 

diminution is negative at all. So, when a person walks down a grocery store aisle, his privacy regarding 

his food choices are diminished with respect to others in the store. But there is no sense in which this 

simple fact presents a moral problem or demands a justification. 

To understand why this is important in the context of BCI, it’s useful to consider Ruth Gavison’s seminal 

article examining the concept and value of privacy. Similar to our approach in this paper, Gavison’s view 

is that “privacy is a limitation of others’ access to an individual” (Gavison 1980, 428).  Perfect privacy, 

then, is a condition in which one “is completely inaccessible to others…no one has any information about 

X, no one pays any attention to X, and no one has physical access to X” (Gavison 1980, 428). On this 



  Privacy and ethics in BCI 

Draft: Please cite to published version in Nam, Nijholt, and Lotte (eds) Brain–Computer Interfaces 
Handbook: Technological and Theoretical Advances (CRC Press: 2018). 
 

view, Gavison notes, having too much privacy is undesirable, and indeed people “may resent privacy that 

is imposed on them against their will” (Gavison 1980, 428, n. 24). 

Now consider Locked-In Syndrome (LIS), a rare neurological disorder, often caused by a vascular or 

traumatic brain stem injury or by late-stage amyoptrophic lateral sclerosis (ALS or “Lou Gehrig’s 

disease”) (Walter 2010). Patients with LIS have voluntary motor paralysis and are hence unable to 

communicate by speaking or movement, though unless they have complete LIS they are usually able to 

move their eyes and eyelids (Walter 2010, 62).6 Despite physical paralysis, people with LIS typically 

retain consciousness, self- and environmental awareness, and cognitive function. 

The experience of LIS is recounted in Jean Dominique Bauby’s book The Diving Bell and Butterfly, the 

content of which Bauby conveyed to a transcriber by blinking a code for letters of the alphabet (Bauby 

1998). The book conveys Bauby’s frustrations with being unable to share both his most basic needs and 

desires (e.g., physical comfort) and his more complex and nuanced thoughts. Until he can actually 

communicate (via blinking, a code, and a skilled transcriber) his mental states are “completely 

inaccessible to others…no one has any information about [his thoughts], [and] no one pays any attention 

to” his thoughts. He has, in other words, almost perfect informational and physical privacy regarding his 

conscious life, with respect to all others. And this is profoundly alienating. Denise Dudzinski explains 

that Bauby realizes that he “can be apprehended by others as an object in their world to be ignored or to 

be noticed,” and that this affects Bauby’s understanding of himself and his identity (Dudzinski 2001, 37). 

Recent work in BCI has demonstrated that a patient with LIS following a brainstem stroke could 

communicate successfully using an electroencephalography (EEG) BCI (Sellers, Vaughan, and Wolpaw 

2010), and this has generated optimism for further work on the basis of “the tremendous potential of non-

invasive BCIs to cope with the unbearable condition of complete isolation from the social environment” 

                                                           
6 LIS may be classified by severity, ranging from total immobility (including eye and eyelid movement), classic LIS 

(quadriplegia, anarthria, eye movement), and incomplete LIS (some degree of voluntary movement beyond eyes and 

eyelids) (Walter 2010).  
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(Chaudhary and Birbaumer 2015). Further, studies with communication devices controlled by implantable 

electrodes are underway.7 The benefits of such advances are undeniable; our point here is that the benefit 

is constituted in substantial part by decreasing privacy. 

A second way in which BCI presents a privacy opportunity focuses on relational aspects of privacy. In 

section 2, we explain that it’s useful to think of privacy as a three-part relation between some person, 

some domain, and some other person or persons with respect to whom the first person has privacy. 

Specifying particular privacy relationships is key to understanding one of privacy’s main values—it’s 

effects on personal relationships. In an early article outlining moral foundations for privacy claims, James 

Rachels argues that privacy is vital in fostering many and varied social relationships. So, one might wish 

to have substantial privacy regarding one’s family life with respect to one’s work colleagues so as to 

maintain a professional distance, and one defining feature of intimate relationships is that they involve 

sharing important things (which privacy facilitates) (Rachels 1975). Indeed, what one shares (information, 

access to one’s person) is a defining feature of different kinds of relationships. 

Now consider patients with severe spinal cord injuries (SCI).  Dreer et al. (2007) explain that because life 

expectancy of people with spinal cord injuries has been significantly extended due in part to 

improvements in medical technology, “family members often become the primary sources of assistance 

for various activities of daily living, such as feeding, dressing, transfers, and bowel and bladder care” 

(Dreer et al 2007, p. 2). In Collinger et al’s study of attitudes toward BCI in persons with spinal cord 

injury, nearly 20% of participants with tetraplegia and over 30% of those with paraplegia received unpaid 

assistance with self-care activities or mobility by family members or others (Collinger et al. 2013).  More 

generally, there is substantial evidence that many family members taking on caregiving roles encounter a 

range of difficulties: emotional, psychological, physical, financial.  Providing care, of course, may have 

positive effects as well, such as fostering deeper, more meaningful relationships with loved ones, and 

                                                           
7 See, e.g., [http://neuroprosthesis.edu; Hochberg NIH#5R01DC009899-05)]. 
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evidence shows that in many cases patients and caregivers value the way care provision functions in their 

relationship (Donelan et al. 2002).  This range of experience within caregiving has led some to propose 

increased support and training for family caregivers to allow caregiving to be both less difficult and more 

rewarding (Donelan et al 2002). 

BCI-controlled devices, like neuroprosthetics in SCI, will have significant effects on caregiving.  Though 

the scope of such effects may vary by condition and device, current effects of BCI research on family and 

caregivers is instructive.  For example, wearable EEG-based BCI devices can require extensive 

involvement of caregivers in daily set-up, calibration, and removal (Mak and Wolpaw 2009).  In one 

study of patients with ALS and their caregivers, the time and effort of caregivers in BCI set-up was a 

significant concern (Blain-Moraes et al. 2012).  Implantable BCI devices would substantially reduce BCI 

setup demands and thereby offer greater independence.  This may explain interest in implantable devices 

found in studies of persons with SCI and ALS (Huggins, Wren, and Gruis 2011; Collinger et al. 2013).  

Blain-Mores et al (2012) quote one person with ALS as saying “‘If it made it easier on the caretaker, I’d 

go with the implant’ (Blain-Moraes et al. 2012, 520).  Caregivers also recognize that BCI-controlled 

devices, by affording their loved ones a greater ability to manage their own activities of daily living, 

could reduce caregiving demands. “It can alleviate concerns that you have, it could give you, the 

caregiver, more time to maybe take care of things that you need done” (Blain-Moraes et al. 2012, 521).   

BCI-controlled devices need not yield functional independence or completely obviate the need for care 

provision in order to have benefits for both users and caregivers. BCI-controlled devices may allow 

patients and their families to structure caregiving in a way that decreases the intensity of the need, 

allowing for a patient to have greater physical privacy in some areas of their life (e.g., eating or toileting), 

and thus diminish the stress upon family caregivers. Moreover, that greater opportunity for physical 

privacy may allow patients and family caregivers to better appreciate the aspects of caregiving that they 

already value, and hence to better foster the relationship overall. In other words, to the extent that BCI-
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controlled devices increase a patient’s physical privacy regarding some aspects of daily living, they may 

help support other values—caregiver well-being and flourishing relationships. 

 

5.  Privacy and BCI Big Data 

Neural data sets from BCI research, particularly electroencephalography (EEG) or intracortical single or 

multi-neuron recordings constitute a kind of “big data”.  Big data can refer to both the complexity of 

analyzing large quantities of data and to large data sets themselves (Mittelstadt and Floridi 2016).  BCI 

data sets can be “big” in both procedural and quantitative terms, with single research participant studies 

generating uncompressed data in gigabyte or terabyte quantities, and the capacity to dramatically increase 

quantity and complexity by adding electrodes or recording channels.  Similar to other kinds of “big data” 

in neuroscience, such as neuroimaging, neurogenetics, and behavioral data, BCI data holds promise for 

improving diagnosis, treatment and prevention of disease, but presents challenges of collection, storage, 

analysis and transmission.  Informational privacy is a central challenge to the rapid accretion of BCI data. 

The next big advances in neuroscience will come from integration (across measuring technologies, labs, 

neuroscientific subdisciplines, target problems, data analysis techniques), and this integration “will 

require a cultural shift in the way that data are shared across labs” (Sejnowski, Churchland, and Movshon 

2014).  While there are countervailing pressures to data sharing in neuroscience – such as a lack of 

uniform attitudes toward data sharing across subdisciplines (Van Horn and Ball 2008) or unsettled 

publishing and data ownership norms (Poldrack and Poline 2015) – neuroscientific data sharing in general 

maximizes the contribution of research participants, generates new scientific questions, enhances 

reproducibility, improves research practices, provides a test bed for new analysis methods, reduces the 

cost of doing science, and protects valuable scientific resources (Poldrack and Gorgolewski 2014). 
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Several forces push in the direction of data sharing in BCI research.  For instance, data from implantable 

BCI can be expensive to generate because of costs associated with building an implantable device as well 

as costs associated with developing surgical implantation and other kinds of related expertise.  

Implantable human BCI research has tended to be confined to a small number of academic centers.  In 

addition, the cohorts within dedicated implantable BCI studies can be small, involving only several 

research participants at a time or can piggyback on coincident clinical procedures (e.g., temporary 

placement of implanted electrodes for presurgical epilepsy localization (Blakely et al. 2014).   

BCI data can be shared in different ways, which raise different kinds of privacy concerns.  First, BCI data 

can be shared informally between labs or through formal lab data-sharing agreements.  Sharing of raw 

neural data between BCI labs can spur development and facilitate reproducibility of new analytic 

methods, lead to further collaborations, and reduce financial and ethical costs of redundancy within a 

small field.  Sharing of deidentified neural data sets can raise security concerns if not encrypted or 

procedures are not in place to prevent reassociation with identity-compromising data (e.g., MRI images 

used for lead placement if not scrubbed by de-facing software).  Second, BCI data can be shared through 

large data repositories.  Repositories aggregate data sets explicitly for research purposes to allow for 

complex forms of data linking and mining.  Neuroimaging repositories provide an example of this 

(Ozyurt et al. 2010) as does the Human Connectome Project (HCP).  Of particular relevance to BCI, 

efforts have been made to collect EEGs and make these available to researchers 

(https://www.nedcdata.org/drupal/). Privacy concerns raised about data repositories more generally 

(Sorani et al. 2015; Poldrack and Gorgolewski 2014) will arise with BCI as well.  Third, BCI data can be 

shared through new forms of scientific practice, such as crowd sourcing or coding contests using donated 

BCI data (for instance, the “Decoding Brain Signals” contest sponsored by Microsoft).8  Particularly 

challenging questions about ownership of data (and corresponding analytic methods) can be raised by 

                                                           
8 See, https://gallery.cortanaintelligence.com/Competition/e9d67f7668e048328b8bb3a4a81fa5e7.  Accessed 

November 1, 2016. 

https://www.nedcdata.org/drupal/


  Privacy and ethics in BCI 

Draft: Please cite to published version in Nam, Nijholt, and Lotte (eds) Brain–Computer Interfaces 
Handbook: Technological and Theoretical Advances (CRC Press: 2018). 
 

novel forms of scientific activity.  Who owns the data and the analytic methods in this context – the 

researcher (“contestant”), lab, institution, research participant, sponsor?    

BCI big data raises privacy concerns related to deidentification.  Research regulations require the 

stripping of identifiers from BCI data.  There are questions about the technical adequacy of 

deidentification, particularly when one form of data (e.g., BCI neural data) can be combined with other 

data – genetic or microbiomic sequencing data, biological specimens, electronic medical records, 

administrative hospital data, or other forms of neural data (e.g., MRI for localizing lead placement). A 

more specific concern in BCI research is risk of re-identification of research participants because of the 

small size of BCI research studies and media publicity that such studies attract (Pelley 2012; Neergaard 

2016).  Publications that list research participant gender, age, or type of medical condition (e.g., spinal 

cord injury versus ALS) add to this risk of reidentification. 

The concern about identification or re-identification of research participants has less to do with what can 

currently be inferred from BCI data and more to do with the potential that this data may hold.  At present, 

what can be inferred from a neural data set of voltage spikes of a single implanted electrode, for instance, 

is very narrow (e.g., intending a specific body movement at time T).  A log of blood pressure and heart 

rate readings allows for more inference at present (Undergoing a stress response?  Have a pacemaker?  

Taking a beta blocker anti-hypertensive? Autonomic dysfunction from a disease like diabetes or 

Parkinson’s disease?), but even here a log of deidentified readings contains little in the way of private 

information about personality or behavior.  For instance, one cannot infer from such a log absent other 

information whether your blood pressure goes up when you see your spouse or a member of a different 

race.  BCI data stripped of identifiers and context might seem to be as innocuous as a deidentified blood 

pressure log. 

But there are important differences.  The first is that we don’t know how much one could possibly infer 

from a log of neural data given advances in decoding algorithms.  We have a pretty good sense of the 
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range of possible inferences from deidentified and decontextualized cardiac data; the same cannot be said 

of brain data.  There may be a lot more in there to be decoded.  At present, we just don’t know.  And, 

what could be in there are patterns that are revelatory of important – and private – aspects of the self.  So, 

maybe BCI data could be decoded not only to indicate a stress response (as a cardiac log might), but also 

to associate it with some emotion or personality characteristic (e.g., shame, animus, jealousy, sexual 

desire).  These kinds of personality and behavioral inferences would have significant implications for 

privacy.  BCI also may contain more fine-grained information.  For instance, given a data set from a BCI 

speller it might be possible to decode what an individual was saying by reverse engineering the linguistic 

content from the data.  Decoding that a research participant thought “left” or “thirsty” or “bored” might be 

uninteresting, but thoughts of the sort “I (no longer) love my husband” or “This is boring…and my life is 

empty” might reveal thoughts that are certainly of a private character.  Thus, the potential of BCI data 

matters for privacy.  BCI data is stored not only because it is valuable now, but because it is of uncertain, 

yet potentially large, value in the future.  But it is this potential value that also carries with it potential 

privacy risks. 

Now, these privacy concerns reflect some of the issues that we have outlined in previous sections. One of 

the key issues in the large-scale collection of BCI data is that the repercussions (if any) would be years in 

the future, yet decisions about collection will be made in the present. And those future privacy issues 

cannot effectively be addressed by current research informed consent regimes. In a literature review of 

ethical concerns in biomedical big data, Mittelstadt and Floridi (2016) outline several key concerns about 

informed consent to collection, analysis, and use of big data that are applicable to BCI. One is that the 

notion of consent as an ability to control personal information is based on an assumption that people can 

reasonably infer what data will reveal. But of course, even researchers don’t know this, and hence any 

research participant’s conjectures are at least as limited. Likewise, the idea behind collecting and storing 

large volumes of BCI data is the potential to develop algorithms to find unforeseen connections; this, too, 

makes meaningful, explicit consent implausible (Choudhury et al. 2014).  
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One might argue that broad consent—to collect and use data for any purpose—is possible. (Mittelstadt 

and Floridi 2016, citing Clayton 2005; Ioannidis 2013). That, however, may conflict with the paradigm 

that informed consent be based on individual, autonomous decisions. Refinements to broad consent, such 

as tiered consent – letting research participants select among options for how data will be used – or opt-

out consent – presuming broad consent unless subjects explicitly designate unacceptable uses for data – 

may be of limited value.  For instance, the boundaries between different areas of and uses for BCI may be 

too porous to support tiers or specific opt-outs in practice. e.g., to help people with SCI reanimate a limb 

but not to contribute to BCI-control of exoskeletons for potential military uses.  More generally, current 

consent paradigms consider potential ramifications for the individual while ignoring how such research 

may affect groups to which individuals are a part.  So, if BCI currently targets certain populations (e.g., 

spinal cord injury, ALS) – which it does – then this research may have effects on the group (e.g. 

discrimination, stigmatization) that are not considered as part of the consent process.  It needs to be noted 

that many of the challenges for informed consent described here are not unique to BCI.  The important 

point to recognize is that while informed consent processes in BCI are important and valuable, they do not 

provide ready solutions to problems of privacy in BCI research.  More work will need to be done. 

 

6.  Conclusion 

Summing up, we can see a number of ways in which privacy is important in BCI. BCI implicates 

physical, informational, and decisional privacy. More importantly, BCI raises a number of morally 

significant privacy issues, including mental or cognitive privacy, potential for privacy opportunity, and 

unknown, downriver effects of large-scale collection, analysis, and use of BCI research data, the effects 

of which neither researchers nor research participants can discern now.  

Our focus here has been on exploring and delineating privacy issues raised by BCI research and their 

ethical implications.  Getting clear on what privacy means in BCI research and ways in which it is (or is 
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not) valuable is an important step in the development of strategies for addressing privacy concerns. There 

are models for this further step of developing privacy policies and practices from which the BCI 

community can benefit.  For instance, the NIH Genomic Data Sharing (GDS) Policy provides an example 

of how to address data privacy concerns through the granting process (National Institutes of Health 2014).  

In addition, the INCF Task Force on Neuroimaging Datasharing provides an example of how an emerging 

neuroscientific field (i.e., neuroimaging) can develop and articulate privacy and data sharing standards 

(Poline et al. 2012).  And the Genetic Information Nondiscrimination Act (GINA 2008) in the U.S. is an 

example of a legal and regulatory framework for protecting privacy related to genetic information.  Even 

with such models, more work will need to be done to develop privacy policies tailored to the particular 

features of BCI research data and practice. 

But we have had to put aside several important debates. One is that different modes of brain data 

collection (ECog, EEG, intracortical electrodes) currently yield brain data of different quality, quantity, 

cost, and reproducibility.  While these differences may have privacy implications, it is difficult to 

anticipate how developments in technology will affect these and, as such, for simplicity we have 

considered these together as a source of BCI data.  Another is the philosophical question of whether 

decoding neural activity to infer mental states is conceptually coherent or misguided.  There is a rich 

debate in the philosophy of mind about the relation between neural activity and mental states, such as that 

about the theory of extended mind, that also has implications for BCI (Heersmink 2011).  While the 

extension of one’s mind out into a neuroprosthetic, for instance, may have implications for privacy (is 

confiscating a prosthetic an invasion of physical privacy?), we think that such questions can be tabled for 

now.  Lastly, BCI raises concern not just about privacy but about security (or “neurosecurity”) and 

hacking of data and devices (Denning, Matsuoka, and Kohno 2009; Bonaci, Calo, and Chizeck 2014; 

Ienca and Haselager 2016).  That is clearly an important and far-reaching issue; we’ve focused on privacy 

here because security is important either for reasons that are independent of privacy (e.g., harms to 

patients or compromise of devices) or because of the importance of privacy.   We take security to be 



  Privacy and ethics in BCI 

Draft: Please cite to published version in Nam, Nijholt, and Lotte (eds) Brain–Computer Interfaces 
Handbook: Technological and Theoretical Advances (CRC Press: 2018). 
 

significant in part because of the importance of privacy, and we assume that to the extent that privacy is 

valuable, security is all the more important.  
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